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Abstract:

Tensors in the Earth Sciences are practically random, since they are either directly measured
or indirectly inverted from other types of geo-measurements. Although random tensors have
its root in multivariate analysis and nuclear physics, they are now actively investigated more
as an independent topic of research; the results of random eigenvalues and eigenvectors from
these investigations are mainly of asymptotic nature. In the Earth Sciences, the only result on
random tensors was the accuracy of the random spectra of a random stress/strain tensor with
a first order approximation. Recently, we have been working on random stress/strain tensors,
the results from which are clearly borne in mind for use in the Earth Sciences. The purpose of
this paper is to preliminarily review the progress of our recent studies of random second-rank
symmetric (SRS) tensors. More specifically, our reviews are mainly limited to: (i) the exact
distribution of the random spectra, which is numerically manageable since the dimension of
tensors of geo-interest is low; (ii) the biases of the random spectra, which are physically very
important but not investigated; and (iii) the accuracy of higher order approximation, which is
needed if the ratio of signal to noise in stress/strain measurements is not sufficiently large. Since
the eigenvector parameters are as important as the eigenvalues in the Earth Sciences, we have
been paying due attention to them. On the other hand, we often encounter constrained tensors
(deviatoric stress/strain tensors, pure shear tensors and seismic moment tensors, for example)
in the Earth Sciences. Thus we also include the spectral theory of constrained random SRS
tensors.

1 Introduction

Stress/strain tensors physically describe the deformation state of a solid deformable body. In
the Earth Sciences, they are important to gain knowledge on the deformation of the solid Earth
or parts of it (global geology and tectonics, for instance), and could be used to analyze and
understand Earth material fracture. Crustal stress/strain tensors can either be directly measured
or indirectly inverted. Direct in situ stress measurement has been typically based on drilling
boreholes. The accuracy of in situ stress measurements is generally not better than 10 − 20
per cent in magnitude and 10 − 20o in orientation (Amadei & Stephasson 1997). Currently the
worldwide deepest borehole is about 11.6km. Since drilling a deep borehole is very expensive
and technically limited, we can hardly expect to conduct often direct measurement of crustal
stresses beyond 10km in depth. Inversion methods are thus frequently used to derive crustal
stress/strain tensors. Geodetic data have been used to compute crustal strain tensors in lands
(see, e.g. Frank 1966; Grafarend 1986; Prescott 1981; Savage & Burford 1970). Geometrical
data of faults and earthquake focal mechanisms can be inverted for crustal stress tensors in
lands and under seas (see, e.g. Angelier et al. 1982; Angelier 1984, 1989; Gephart & Forsyth
1984; Horiuchi et al 1995; Lu et al. 1997; McKenzie 1969; Wyss et al. 1992). The significant
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advantages of inversion include integration of all types of geophysical, geological, seismological
and geodetic data, and improvement of spatial (horizontal and in-depth) resolution of the crustal
stress field.
Stress/strain tensors are practically random, since they are either directly measured or indirectly
inverted from other geo-measurements. The study of second-rank random tensors started in
problems of nuclear physics (see, e.g. Mehta 1990) and multivariate statistical analysis (see, e.g.
Anderson 1958). Unlike deterministic second-rank tensors, second-rank random tensors have to
be investigated from the statistical point of view. Given a probability density function (pdf) for
a second-rank random tensor, it is profoundly difficult to obtain the exact distribution of the
random eigenspectra. Therefore the mathematical interest of second-rank random tensors has
been basically focused on approximate and/or limit distributions, for instance, of the products of
random matrices and/or the random eigenspectra (see, e.g. Anderson 1958; Mehta 1990; Girko
1979, 1985, 1989, 1990a, b, 1992, 1993, 1997; Cohen, Kesten & Newman 1985; Furstenberg &
Kesten 1960; Boutet de Monvel, Khorunzhy & Vasilchuk 1996; Oravecz & Petz 1997).
Random tensors have only recently been investigated from the statistical point of view in the
Earth Sciences. Since the tensors in the Earth Sciences are physical quantities and their di-
mensions are generally low (≤ 3 for stress/strain tensors and ≤ 6 for elastic material tensors),
mathematically approximate/limit distributions of the random eigenspectra are of limited prac-
tical value. In fact, the study of random stress/strain has been focused on the following four
aspects: (1) the exact distribution of the random principal stress/strain components, since the
dimension of stress/strain tensors is not greater than three and since the number of measure-
ments is always finite; (2) the accuracy of the random eigenspectra. The accuracy is generally
not investigated in the mathematical literature of second-rank random tensors. It is however a
routine indicator that must be attached to any estimated/derived geo-quantity; (3) the biases of
the random eigenspectra. Since the mapping between a stress/strain tensor and its eigenspectra
is nonlinear, the random eigenspectra are biased. The biases of the eigenspectra, except for
some inequality results on the biases of the random eigenvalues (see e.g. Cacoullos 1965), have
not been well investigated in the mathematical literature on second-rank random tensors. They
can have an important role to play in correctly interpreting the estimated stress/strain field geo-
physically, however; and (4) the eigendirections. The eigendirections have been almost always
treated as nuisance parameters in nuclear physics and multivariate analysis. Geophysically, the
eigendirections are very important and thus cannot be ignored.
The first work on random tensors in the Earth Science was to compute the first-order accuracy
of the principal eigenvalues of a second-rank symmetric (SRS) random tensor (Angelier et al,
1982 as an appendix and probably independently, Soler & van Gelder 1991). Kagan & Knopoff
(1985a, b) studied statistically the first two moments of stochastic three-dimensional (3D) seismic
moment tensor invariants, which were then used to explain complex fault geometry (Kagan
1992a). By theoretical arguments and simulations, Kagan (1990, 1992b, 1994) used the Cauchy
distribution to study earthquake focal mechanisms and incremental stress distributions. The
statistics of random tensors have also contributed to the automatic detection of polarized seismic
wave forms (see, e.g. Samson 1977; Cichowicz 1993; Dai & MacBeth 1997) and can be important
for accurately estimating, interpolating and extrapolating crustal stress orientations (see, e.g.
Hansen & Mount 1990). Given a probability density function (pdf) for an unconstrained SRS
random tensor, Xu & Grafarend (1996a, b) systematically derived the joint and marginal pdfs
of the random eigenvalues and eigenvector parameters. By a pdf of a random tensor, we mean
in this paper a joint pdf of the random components of a random tensor in a given coordinate
system. The pdfs of different random tensor component sets represented in different coordinate
systems can be associated with each other using the theorem of transformation of random
variables. Xu and Grafarend also computed the biases of the eigenspectral parameters, since
the mapping from an SRS random tensor to its random eigenvalues and random eigenvectors
is nonlinear. The relationship among the estimated, expected and true strain ellipsis has been
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shown and possible physical implications noted in Xu (1996). Taking the effect of nonlinearity
into account, Xu & Grafarend (1996a, b) then extended the first order accuracy computation
of Angelier et al. (1982) and Soler & van Gelder (1991) to the second order approximation.
The effect of nonlinearity on the inference of the relative principal stress components has been
illustrated in Xu & Shimada (1997). Recently, Xu (1999) further extended the statistical theory
for unconstrained SRS random tensors to the case of constrained SRS random tensors.
The purpose of this paper is basically to preliminarily review the progress on random stress/strain
tensors. Although most tensors in geophysics are three-dimensional, the elastic material tensor
is obviously six-dimensional. Thus we also consider n-D SRS random tensors whenever elegant
results are obtainable. The paper is organized as follows. Section 2 first discusses the repre-
sentation of 3D SRS stress/strain tensors and then n-D SRS tensors in the notation of rotation
parameters. In Section 3, we present the differential forms and Jacobians of SRS tensors. Given
a pdf for the original random tensor, we derive the joint and marginal pdfs of the random eigen-
values and eigendirection parameters in Section 4. Finally we discuss the biases and accuracy of
the random eigenspectra in Section 5. Asympotic results of random singular values and random
eigenvectors are not included, which can be found in a series of papers by Girko (see the refer-
ences). Statistical correlation of invariants of stochastic 3D tensors is not included in this paper
either, for which the reader is referred to Kagan & Knopoff (1985a, b) and Kagan (1992a).

2 Representation of symmetric second-rank tensors

2.1 Representation of 3D stress/strain tensors

The state of stress/strain at a point in the system of 3D rectangular Cartesian coordinates x,
y, z can be described by a 3D SRS tensor as follows:

τ =


 τx τxy τxz

τyx τy τyz

τzx τzy τz


 , (1)

where τxy = τxy, τxz = τzx and τyz = τzy. τx, τy and τz are the normal stresses/strains, and τxy,
τxz and τyz the shear stresses/strains. Obviously a full stress/strain tensor has six independent
components. Consider a second system of rectangular Cartesian coordinates x′, y′, z′ with
the same origin as the first Cartesian coordinate system x, y, z but different orientations. The
relationship between these two Cartesian systems of coordinates is given by the following system
of equations:

x′ = ux′xx + ux′yy + ux′zz
y′ = uy′xx + uy′yy + uy′zz
z′ = uz′xx + uz′yy + uz′zz


 ,

or in matrix form:
x′ = UTx, (2)

where ui′j are the direction cosines of the i′-axis with respect to the j-axis, and

U =


 ux′x uy′x uz′x

ux′y uy′y uz′y
ux′z uy′z uz′z


 , (3)

x′ = (x′, y′, z′)T ,

x = (x, y, z)T .
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Using the law of transformation for second-rank Cartesian tensors, we have the stress/strain
tensor at the point in the new Cartesian coordinate system as follows:

τ ′ = UT τU. (4)

Among τ ′ in (4), the one without off-diagonal elements is physically very important, whose
diagonal elements are called the principal stress/strain components. Since U is orthogonal and
if specially chosen, it is indeed mathematically possible to diagonalize the original stress/strain
tensor τ . Denoting the diagonal τ ′ by Y with three diagonal elements y1, y2 and y3, we can
rewrite (4) as follows:

τ = UYUT , (5)

where
UUT = UTU = I. (6)

The spectral decomposition (5) is not unique. In fact, the change of any column vector of U
in sign will not change the decomposition (5). In order to make the spectral decomposition (5)
unique, one has to pre-define the orientations of the three principal stress/strain components
through the manipulation of the orthogonal matrix U. Since the number of independent com-
ponents of τ is six, the total number of independent parameters that can be used to represent
the orientations of the three principal stress/strain axes is equal to three. Practically, we may
use one of the following methods to construct the matrix U of direction cosines in (3): (i) the
three Euler angles; (ii) the four Rodrigues quaternion parameters; and (iii) three rotation angles.
The three Euler angles have been defined as follows (Altmann 1986): first rotation U(γz) by
γ around the z-axis, second rotation U(βy) by β around the y-axis, and finally third rotation
U(αz) by α around the z-axis again. Thus the matrix U can be represented using the three
Euler angles α, β and γ, as follows:

U = U(αz)U(βy)U(γz)

=


 cos α cos β cos γ − sin α sin γ − cos α cos β sin γ − sinα cos γ cos α sin β

sin α cos β cos γ + cos α sin γ − sinα cos β sin γ + cos α cos γ sin α sin β
− sinβ cos γ sin β sin γ cos β


 , (7)

where

U(αz) =


 cos α − sin α 0

sinα cos α 0
0 0 1


 ,

U(βy) =


 cos β 0 sin β

0 1 0
− sinβ 0 cos β


 ,

and

U(γz) =


 cos γ − sin γ 0

sin γ cos γ 0
0 0 1


 .

Since the three Euler angles can represent any point on a unit sphere, the spectral decomposition
(5) will not be unique. In order to uniquely define (5), we can trivially confine the definition
domains of the three Euler angles to: −π/2 ≤ α ≤ π/2, 0 ≤ β ≤ π and −π/2 ≤ γ ≤ π/2.
The second approach to construct the matrix U is based on the rotation on a unit sphere. The
law of motion on a unit sphere is actually the rotation around an axis by some angle (see, e.g.
Altmann 1986), which can be symbolically written as U(φn), where φ ∈ [0, π] is the rotation
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angle and n is the unit vector of rotation. The matrix U(φn) can be elegantly represented using
the Rodrigues quaternion parameters and is given as follows:

U = U(φn) =


 µ2 + m2

x − m2
y − m2

z 2(mxmy − µmz) 2(mzmx + µmy)
2(mxmy + µmz) µ2 − m2

x + m2
y − m2

z 2(mzmy − µmx)
2(mzmx − µmy) 2(mzmy + µmx) µ2 − m2

x − m2
y + m2

z


 , (8)

(Altmann 1986), where µ = cos(φ/2) and m = sin(φ/2)n. Since a 3D orthogonal matrix has
only three independent parameters, the four Rodrigues parameters µ and the unit direction
vector n are not independent but have to satisfy µ2 + ||m||2 = 1. As in the case of the Euler
angles, the matrix U of (8) by the four Rodrigues parameters cannot uniquely determine (5),
since the vector of direction cosines n can point to any point on the unit sphere. A unique
decomposition thus requires that n only point to the space of z ≥ 0 and x ≥ 0 (or y ≥ 0).
The third method, which has been used in the study of random tensors by Xu (1996, 1999) and
Xu & Grafarend (1996a, b), is to construct the matrix U by:

U = U32U31U21, (9)

where

U32 =


 1 0 0

0 cos θ32 sin θ32

0 − sin θ32 cos θ32


 ,

U31 =


 cos θ31 0 sin θ31

0 1 0
− sin θ31 0 cos θ31


 ,

U21 =


 cos θ21 sin θ21 0

− sin θ21 cos θ21 0
0 0 1


 ,

and the three angles θ21, θ31 and θ32 are all defined between −π/2 and π/2. Thus the spectral
decomposition (5) is unique.
Although the matrix U in (5) can be represented using different sets of rotations, even different
ways of parameterization (see, e.g. Xu & Grafarend 1996a), all these different representations
of U are mathematically equivalent. The relationship between the three Euler angles and the
four Rodrigues quaternion parameters has been given in Altmann (1986). Given the joint pdf
of one set of parameters for U, one can also trivially write the joint pdf of the other set of
parameters through the Jacobian between these two sets of parameters. However, the difficulty
in the computation of Jacobians is different from one set of parameters to the other. On the
other hand, it is not convenient to generalize the Euler representation (7) to the n-D case. The
same is true for the Rodrigues quaternion representation. Even in the 3D case, it is more difficult
to obtain the Jacobian by using the four Rodrigues quaternion parameters than by using our
notation (9). Thus in the study of SRS random stress/strain tensors and beyond, we will confine
ourselves to the representation (9) in this paper.

2.2 Representation of n-D SRS tensors

For an n-D SRS tensor Γ, we can always spectrally decompose it as follows:

Γ = UYUT , (10)

where Y is the diagonal matrix with the eigenvalues y1, y2, ..., yn in decreasing order, i.e.
y1 ≥ y2 ≥ ... ≥ yn, U is the orthonormal matrix of the eigenvectors, satisfying the following
condition:

UUT = UTU = I. (11)
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Because the n-D SRS tensor Γ has N = n(n + 1)/2 independent components and because
there are n independent eigenvalues, the normalized eigenvector matrix in (10) can only have
M = n(n−1)/2 functionally independent components. If U is represented with M independent
parameters, we can then solve for the n eigenvalues and M eigendirection parameters from the
matrix equation (10). The solution (Y,U) is not unique, however. In order to obtain a unique
solution (U, Y) to (10), one can either impose positive phases to the first elements of all the
eigenvectors (Girko 1985; Mehta 1990) or properly select the eigenvector parameters with proper
definition domains (Xu & Grafarend 1996a, b).
Following Xu & Grafarend (1996b) and Xu (1999), we define the orthonormal U as a product
of M rotation matrices Uij (i > j), where Uij is given by

Uij =




I1 0 0 0 0
0 cos θij 0 sin θij 0
0 0 I2 0 0
0 − sin θij 0 cos θij 0
0 0 0 0 I3


 , (12)

where I1, I2 and I3 are the identity matrices of different orders, −π/2 ≤ θij ≤ π/2, and 0 is
either a zero matrix or a zero (row or column) vector. Thus the matrix U can be written as

U = Un(n−1)...U32Un1...U31U21. (13)

3 Differentials and Jacobians of SRS tensors

3.1 Differentials of SRS tensors

3.1.1 Differentials of SRS tensors without constraints

Differentiating (10) and (11) and then combining these two differentials, we obtain:

dΓ = U(dY + UT dUY − YUT dU)UT , (14)

(see e.g. Xu & Grafarend 1996b).
Substituting (13) into (14) yields:

dΓ = U(dY +
M∑

k=1

Hkdθk)UT , (15)

where
dθk = dθij ,

Hk = UT
II(k)Oij(k)UII(k)Y − YUT

II(k)Oij(k)UII(k),

Oij(k) =




0 0 0 0 0
0 0 0 1 0
0 0 0 0 0
0 −1 0 0 0
0 0 0 0 0


 ,

UI(k) = Un(n−1)Un(n−2)...Ui(j+1),

UII(k) = Ui(j−1)...U32Un1...U31U21.

Since the tensor Γ is symmetric, we vectorize both sides of (15) by eliminating the elements in
the upper triangle of each symmetric tensor and obtain:

v(dΓ) = D+
n (U ⊗ U)Dn v{dY +

M∑
k=1

Hkdθk}, (16)
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where Dn is the duplication matrix and ⊗ stands for Kronecker product of matrices (Magnus &
Neudecker 1988).
For a full 3D stress/strain tensor, (16) becomes

v(dτ ) = D+
3 (U ⊗ U)D3 v{dY + H21dθ21 + H31dθ31 + H32dθ32}, (17)

where U is given by (9), the three non-zero elements of dY are dy1, dy2 and dy3, and the three
matrices H21, H31 and H32 are respectively given by:

H21 =


 0 y2 − y1 0

0 0
symm 0


 ,

H31 =


 0 0 (y3 − y1) cos θ21

0 (y3 − y2) sin θ21

symm 0


 ,

H32 =


 0 (y2 − y1) sin θ31 −(y3 − y1) sin θ21 cos θ31

0 (y3 − y2) cos θ21 cos θ31

symm 0


 .

3.1.2 Differentials of constrained SRS tensors

Many important SRS tensors in the Earth Sciences are conditionally constrained. A deviatoric
3D stress/strain tensor has only five independent components and is subject to the traceless
constraint. In physical geodesy, The Laplace equation of the geopotential field also demands
that all gravity tensors be traceless. A double-couple (DC) point source in seismology can be
represented by a 3D SRS seismic moment tensor whose components are subject to zero isotropic
and zero intermediate principal component constraints (Aki & Richards 1980; Kostrov & Das
1988; Lay & Wallace 1995). Mathematically, the pure shear tensor on a certain oriented plane
is of the same form as a DC seismic moment tensor in seismology.
Assume that the components of a 3D SRS tensor τ are constrained by:

h(τ ) = 0, (18)

where h(τ ) is an mc-dimensional function vector of the components of the tensor τ . The
spectral decomposition of a constrained 3D SRS tensor is now equivalent to simultaneously
solving (5) and (18) for the eigenvalues and the eigendirection parameters. Since (18) imposes
mc conditions on the components of the 3D SRS tensor τ , the total number of independent
equations for the spectral decomposition is equal to (6 − mc). Thus there can only be (6 − mc)
independent eigenvalues and eigendirection parameters. In the similar manner, in order to
derive the differential relationship between a set of (6−mc) independent tensor components and
(6 − mc) eigenvalues and eigendirection parameters, we have to first differentiate (18) and then
combine it with (17). For more details, we refer the reader to Xu (1999). To summarize, we give
the differential relations between constrained 3D SRS tensor components and their eigenvalues
and eigendirection parameters as follows:

• for 3D deviatoric stress/strain tensors:
The constraint condition of a 3D deviatoric stress/strain tensor can be expressed either by

τx + τy + γz = 0,

in terms of the original tensor components, or by

y1 + y2 + y3 = 0,
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in terms of the eigenvalues (y1 ≥ y2 ≥ y3).

For 3D deviatoric (traceless) stress/strain tensors with (9), (17) becomes:

vc1(dτ ) = D+
3c1

(U ⊗ U)D3c1vc1{dY + H21dθ21 + H31dθ31 + H32dθ32}, (19)

where vc1(dτ ) stands for the vectorization operation under the traceless constraint, which
is actually equal to v(dτ ) without the last element if τz and y3 are taken as nuisance
parameters, the matrices U, H21, H31 and H32 are the same as in (17), D3c1 is the
duplication matrix in the presence of the traceless constraint and is given by:

D3c1 =




1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 1 0 0 0
0 0 0 1 0
0 0 0 0 1
0 0 1 0 0
0 0 0 0 1
−1 0 0 −1 0




.

• for the pure shear tensor on an oriented plane:
A pure shear tensor on an oriented plane or a 3D DC SRS seismic moment tensor can be
represented by four independent tensor components (see, e.g. Brekhovskikh & Goncharov
1994; Lay & Wallace 1995). The two constraints for this type of tensors can be written as
follows:

y1 + y3 = 0;

y2 = 0,

in terms of the eigenvalues, or equivalently,

τx + τy + τz = 0;

det{τ} = 0,

in terms of the original tensor components.

The two constraints for the pure shear tensor on an oriented plane will make only four
independent equations from (5). Here we choose τx, τxy, τxz and τyz, and collect them into
a vector,

vc2(dτ ) = (τx, τxy, τxz, τyz)T .

Note, however, that the other two components τy and τz cannot be arbitrary but have to
be solved using the two constraints specified in the above. Left-multiplying both sides of
(17) by the matrix Dc2 :

Dc2 =




1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0


 ,

we obtain the differential form for the pure shear tensor,

vc2(dτ ) = Dc2D
+
3 (U ⊗ U)D3 v{dY + H21dθ21 + H31dθ31 + H32dθ32}. (20)
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• for 3D SRS tensors with only one non-zero eigenvalue:
A 3D SRS tensor with only one non-zero eigenvalue has three distinct components and
physically represents a completely polarized wave field (Samson 1977). Mathematically, it
can be rewritten as follows:

τ = U

[
y 0
0 0

]
UT = yu1uT

1 , (21)

where y is the only non-zero eigenvalue. U is defined as in (9), and u1 is the first column
vector of U. Obviously the SRS tensor τ in (21) has only three independent components.
Except for the only non-zero eigenvalue y, and since ||u1|| = 1, there can only be two
independent components for U. Without loss of generality, we can assume that y is non-
negative and represent U in (9) simply as follows:

U = U31U21,

or elementwise,
u11 = cos θ31 cos θ21,

u21 = − sin θ21; u31 = − sin θ31 cos θ21.

Differentiating both sides of (21), we have

dτ = u1uT
1 dy + y du1uT

1 + y u1duT
1 . (22)

Selecting the second column of τ for (22), we have

∂(τxy, τy, τyz)T

∂(y, θ21, θ31)
= MθYy, (23)

where

Yy =


 sin θ21 0 0

0 y 0
0 0 y sin θ21 cos θ21


 ,

Mθ =


 − cos θ21 cos θ31 − cos 2θ21 cos θ31 sin θ31

sin θ21 sin 2θ21 0
cos θ21 sin θ31 cos 2θ21 sin θ31 cos θ31


 .

For the n-D case and more details of the derivation, the reader is referred to Xu (1999).

3.2 Jacobians of SRS tensors

For the tensor equation (10) with mc constraints, if we pre-select a set of (n(n + 1)/2 − mc)
independent tensor components and the same number of independent eigenvalues yi (in non-
increasing order) and eigendirection parameters αi, then the Jacobian of the components of the
constrained SRS tensor Γ with respect to Y and U is defined as follows:

J(y,α) =

∣∣∣∣∣det

{
∂(γ1, γ2, ..., γ(n(n+1)/2−mc))T

∂(y1, y2, ..., yi, α1, α2, ..., αM )

}∣∣∣∣∣ , (24)

where det{.} stands for the determinant of a square matrix, γj are the functionally independent
components of the constrained SRS tensor Γ and M = (n−1)n/2−mc−i. In the case of mc = 0,
the SRS tensor Γ becomes unconstrained. The Jacobian of an unconstrained SRS tensor with
respect to n eigenvalues and an arbitrary set of eigendirection parameters was given in implicit
function form of the eigenparameters in Anderson (1958), Mehta (1990) and Girko (1985), which
can be summarized as Theorem 1:
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Theorem 1 Let Γ be a real n-D SRS tensor, whose eigenvalues and eigendirection parameters
are respectively denoted by y = (y1, y2, ..., yn) and α = (α1, α2, ..., αM ). Then the Jacobian of Γ
with respect to y and α is given by

J(y,α) =
∣∣∣∣det

{
∂v(Γ)
∂(y,α)

}∣∣∣∣ =
∏
i<j

(yi − yj)s(α), (25)

where s(α) is an implicit function of α but independent of y.

For the proof of Theorem 1, the reader is referred to Mehta (1990) or Girko (1990b, Chap.3).
Since the eigendirection parameters are generally of no interest in multivariate analysis and
nuclear physics, the function s(α) is not derived explicitly. In mechanics and the Earth Sciences,
the eigendirection parameters are as important as (if not more imporant than) the eigenvalues.
Thus we have been trying to work out s(α), the results of which can be summarized by the
following theorem:

Theorem 2 Let Γ be a real n-D SRS tensor, whose eigenvalues and eigendirection parame-
ters are respectively denoted by y = (y1, y2, ..., yn) and θ = (θ21, θ31, ..., θn1, θ32, ..., θn(n−1)), as
specified in (13). Then the Jacobian of Γ with respect to y and θ is given by

J(y,θ) =
∣∣∣∣det

{
∂v(Γ)
∂(y,θ)

}∣∣∣∣ =
∏
i<j

(yi − yj)
n−2∏
i=1

n∏
j=i+2

(cos θji)j−i−1. (26)

For the proof of Theorem 2, the reader is referred to Xu (1999). In the 3D case of a full
stress/strain tensor, the Jacobian (26) becomes:

J(y1, y2, y3, θ21, θ31, θ32) = (y1 − y2)(y2 − y3)(y1 − y3) cos θ31. (27)

Using the differential results of (19), (20) and (23), we can readily summarize the Jacobian
results of deviatoric stress/strain and pure shear tensors and the SRS tensor with only one
non-zero eigenvalue in Table 1, where the four elements of Mc2S

are given by

m11
c2S

= cos 2θ31/3 + (3 cos2 θ21 − 1)(2 − cos2 θ31)/3,

m12
c2S

= sin 2θ21 sin θ31(2 − cos2 θ31),

m21
c2S

= sin2 θ21 sin 2θ32,

and
m22

c2S
= cos 2θ32 − sin 2θ21 sin θ31 sin 2θ32.

4 Probability distributions of random spectra

Let T be an n-D SRS random tensor whose components are subject to mc equality constraints.
Then in the similar manner to (10), we can decompose T as:

T = GΛGT , (28)

subject to the mc constraints, where Λ has i functionally independent random eigenvalues
satisfying λ1 ≥ λ2 ≥ ... ≥ λi, G is a random orthonormal matrix represented by (n(n +
1)/2 − mc − i) functionally independent random eigendirection parameters. To represent G,
we use our rotation notations but not an arbitrary set of parameters as in Mehta (1990) or
Girko (1985), for instance. Thus G is the same as U except that θij in (10) are replaced with
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Table 1: Jacobians of unconstrained and constrained
3D SRS tensors: Unconstrained – unconstrained 3D
stress/strain tensors; Isotropic – traceless 3D stress/strain
tensors; Pure Shear – pure shear tensors; Single Eigen-
value – 3D SRS tensors with one non-zero eigenvalue; and
g(θ31) = cos3 θ31(1 + 2 sin2 θ31). (modified from Xu (1999))

Models y1, y2, y3, θ21, θ31, θ32

Unconstrained (y1 − y2)(y1 − y3)(y2 − y3) cos θ31

Isotropic (y1 − y2)(2y1 + y2)(y1 + 2y2)g(θ31)
Pure Shear 2y3

1 cos θ31|det{Mc2S
}|

Single Eigenvalue y2| sin θ21|3 cos θ21

φij . Denote the probability density function (pdf) of the random tensor T by fT (Γ). Very
often, if the components of the random SRS tensor can be approximately derived linearly from
geodetic measurements, T has a Gaussian distribution; in multivariate analysis, T has a Wishart
distribution if the observations are normally distributed. In this section, we will first discuss the
joint pdf of the random eigenvalues and random rotations of T without constraints, and then
focus on the random eigenvalues and random rotations of 3D random stress/strain tensors.

4.1 Probability distributions of n-D random spectra

For a full n-D SRS random tensor T, we denote the n random eigenvalues and n(n−1)/2 random
eigenvector parameters by λ and Φ, respectively. Then with the Jacobian (26), we obtain the
joint pdf of the random eigenvalues λ and the random rotations Φ:

fλΦ(y,θ) = fT (UYUT )
∣∣∣∣det

{
∂v(Γ)
∂(y,θ)

}∣∣∣∣
=

∏
i<j

(yi − yj) fT (UYUT )
n−2∏
i=1

n∏
j=i+2

(cos θji)j−i−1, (29)

where v(Γ) is the v-operation of Γ, y is the vector of the eigenvalues, and θ consists of all the
rotations used to represent (13).
Hence the marginal (joint) pdf of the distinct random eigenvalues can be obtained by integrating
(29) over the definition domain of θ:

fλ(y) =
∫
Ωθ

∏
i<j

(yi − yj) fT (UYUT )
n−2∏
i=1

n∏
j=i+2

(cos θji)j−i−1 dΩθ, (30)

where the domain Ωθ of θ is defined by −π/2 ≤ θij ≤ π/2 for all i < j ≤ n. In the similar
manner, we can obtain the marginal pdf of the random rotations:

fΦ(θ) =
∫
Ωy

∏
i<j

(yi − yj) fT (UYUT )
n−2∏
i=1

n∏
j=i+2

(cos θji)j−i−1 dΩy, (31)

where the domain Ωy is defined by −∞ < yn ≤ ... ≤ y2 ≤ y1 < ∞. If the n-D SRS random
tensor T is positive definite (the estimated variance-covariance matrix in multivariate analysis,
for example), yn > 0.
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The marginal pdfs (30) and (31) of the random eigenvalues and random rotations can hardly have
a simple analytical expression generally, unless fT (Gamma) takes a certain special form. In this
case, the probability of the random eigenvalues or random rotations can be too approximate to
use if it is computed by using the formulas in Stroud (1971) if the dimension n is large. However,
for a certain class of pdfs of n-D SRS random tensors T, we can have very elegant formulas for
the marginal pdfs of the random eigenvalues and random rotations, which is summarized in the
following theorem.

Theorem 3 Let T be a real n-D SRS random tensor, whose random eigenvalues and random
rotation parameters are respectively denoted by λ = (λ1, λ2, ..., λn) with its elements satisfying
λ1 ≥ λ2 ≥ ... ≥ λn and Φ = (φ21, φ31, ..., φn(n−1)). If the pdf fT (Γ) of T is invariant under the
rotation group, i.e. fT (Γ) = fT (y), then the random eigenvalues λ and the random eigenrota-
tions Φ are stochastically independent and respectively have the following marginal distributions:

fλ(y) ∼ fT (y)
∏
i<j

(yi − yj) (32)

for the n random eigenvalues, and

fΦ(θ) ∼
n−2∏
i=1

n∏
j=i+2

(cos θji)j−i−1 (33)

for the n(n − 1)/2 random rotations.

For the proof and usage of (32), the reader is referred to Mehta (1990), Girko (1985) or Xu &
Grafarend (1996b); (33) is a consequence of Theorem 2 (see also Xu 1999). In particular, it is
very important to note that (33) of Theorem 3 indicates that all the random eigenrotations are
also stochastically independent.

4.2 Probability distributions of 3D random spectra

For 3D random tensors T of geo-interest, the three random eigenvalues and three random rota-
tions are denoted by λ = (λ1, λ2, λ3) satisfying λ1 ≥ λ2 ≥ λ3 and Φ = (φ21, φ31, φ32) as in the
above n-D case, respectively. Assume that the 3D SRS random tensor T has a pdf fT (τ ). Then
in the similar manner to (29) to (31), for a full 3D random stress/strain tensor T, we can readily
obtain the joint and marginal pdfs of the three random principal stress/strain components and
three random rotations as follows:

fλΦ(y,θ) =
∏

1≤i<j≤3

(yi − yj) fT (UYUT ) cos θ31, (34)

fλ(y1, y2, y3) =
∫
Ωθ

∏
1≤i<j≤3

(yi − yj) fT (UYUT ) cos θ31 dΩθ, (35)

and
fΦ(θ21, θ31, θ32) =

∫
Ωy

∏
1≤i<j≤3

(yi − yj) fT (UYUT ) cos θ31 dΩy, (36)

where U and Y have been defined in (5) and (9), the domains Ωy and Ωθ are respectively defined
by −∞ < y3 ≤ y2 ≤ y1 < ∞ and −π/2 ≤ θ21, θ31, θ32 ≤ π/2.
If the pdf fT (τ ) takes the form:

fT (τ ) = exp{−a tr(τ 2) + b tr(τ ) + c}

= exp{−a
3∑

i=1

y2
i + b

3∑
i=1

yi + c},
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where a > 0, b and c must satisfy the condition of unity probability, then the marginal pdfs of
the three random principal stress/strain components and three random rotations become:

fλ(y1, y2, y3) = 2π2
∏

1≤i<j≤3

(yi − yj)exp{−a
3∑

i=1

y2
i + b

3∑
i=1

yi + c},

and
fΦ(θ21, θ31, θ32) =

1
2π2

cos θ31,

respectively (Xu & Grafarend 1996b).

Now we shall further examine the distributions of the random spectra of the 3D deviatoric stress
and pure shear random tensors, with numerical demonstrations.

• 3D deviatoric random stress/strain tensors.
Given a pdf fT (τ ) for the deviatoric random stress T, and with the corresponding Jacobian
in Table 1, we readily obtain the joint pdf of the two random principal stress components
and the three random rotations:

fλΦ(y,θ) = fT (UYUT )(y1 − y2)(2y1 + y2)(y1 + 2y2) cos3 θ31(1 + 2 sin2 θ31), (37)

the marginal pdf of the two random principal stress components:

fλ(y1, y2) =
∫
Ωθ

fT (UYUT )(y1 − y2)(2y1 + y2)(y1 + 2y2) cos3 θ31(1 + 2 sin2 θ31) dΩθ, (38)

and the marginal pdf of the three random rotations:

fΦ(θ21, θ31, θ32) =
∫
Ωy

fT (UYUT )(y1 − y2)(2y1 + y2)(y1 + 2y2) cos3 θ31(1 + 2 sin2 θ31) dΩy,

(39)
respectively, where −∞ < y2 ≤ y1 < ∞.

For numerical demonstrations of (38) and (39), we construct a 3D deviatoric random
stress tensor with the three principal stresses 15.1, −1.6 and −13.5 MPa, based on the
real stress data taken from Amadei & Stephasson (1997). The three orientations are
generated artificially for making a full deviatoric stress tensor. The five independent stress
components are assumed to have a relative error of 15 per cent and to be statistically
independent. Then we assume the Gaussian and Laplacian probability models for the
generated random stress components. The marginal pdfs of the two random principal
stresses are shown in Fig.1 and Fig.2, and the marginal pdfs of the three random rotations
in Fig.3. These figures have shown that the pdfs of the random eigenvalues are significantly
different from normal and the pdfs of the random rotations significantly different from
either normal or standard (Fisher’s) pdf model for directional data. For more details on
the example, the reader is referred to Xu (1999).

• 3D pure shear random tensors.
In a similar manner to (37), (38) and (39), we have the joint pdf of the only random
principal stress component and the three random rotations:

fλΦ(y,θ) = fT (UYUT )2y3
1 cos θ31|det{Mc2S

}|, (40)

the marginal pdf of the two random principal stress components:

fλ(y) =
∫
Ωθ

fT (UYUT )2y3
1 cos θ31|det{Mc2S

}| dΩθ, (41)
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and the marginal pdf of the three random rotations:

fΦ(θ21, θ31, θ32) =
∫
Ωy

fT (UYUT )2y3
1 cos θ31|det{Mc2S

}| dΩy, (42)

respectively, where −∞ < y < ∞.

For illustrative purposes, we have constructed a pure shear random tensor (exactly the
same as the DC seismic moment example in Xu (1999) except the difference in unit). The
pdfs of the random principal stress with the Gaussian and Laplacian models for the original
random tensor components are shown in Fig.4. It is very clear again that the pdfs of the
random eigenvalue is significantly different from normal. Fig.5 has plotted the pdfs of the
three random rotations, which also have shown that Fisher’s model is not representative
of the rotations of the 3D pure shear random tensor.
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Figure 1: The probability density function of the two random principal stresses of the 3D
deviatoric random stress tensor (after Xu 1999).

5 Accuracy and biases of the random eigenspectra

Although 3D SRS stress/strain tensors are practically random, the statistical issue of the ran-
dom principal stress/strain components and the random orientations of the principal axes has
been paid much attention only recently. The variance-covariance matrix of the three random
eigenvalues λ and three random rotations Φ with the first order approximation was first hinted
at by Angelier et al. (1982) and then further systematically (and independently) worked out
by Soler & van Gelder (1991). Since the ratio of stress/strain signal to noise is generally small
(see, e.g. Amadei & Stephasson 1997), the first-order accuracy estimate can be significantly
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Figure 2: The probability density function of the two random principal stresses of the 3D
deviatoric random stress tensor (after Xu 1999).

in error (Xu 1986). Xu & Grafarend (1996a, b) extended the first-order variance-covariance
matrix to the second-order approximation. On the other hand, the one-to-one mapping be-
tween the (constrained or unconstrained) random tensor T, the eigenvalues λ and rotations Φ
is nonlinear; thus biases of the estimated random eigenspectra are expected, the extent of which
depends on the signal-to-noise ratio of the original random tensor T. Surprinsingly, it seems
that the bias issue of the random eigenspectra, although very important geophysically, has not
been derived mathematically. Note, however, that some inequality results have been obtained
by Cacoullos (1965), for example. Recently, the biases of the random eigenspectra with second
order approximation were worked out by Xu (1996) and Xu & Grafarend (1996a, b).
In this section, we will further extend the statistical measures for 3D SRS random stress/strain
tensors by Xu & Grafarend (1996a, b) to the unconstrained n-D case. The same technique can
be applied to derive all the corresponding accuracy and biases of the random eigenspectra of 3D
constrained random stress/strain tensors; this will not be discussed in this paper however. In
principle, the accuracy and biases of the random eigenspectra can be derived using the estimation
methods in nonlinear models (see e.g. Bates & Watts 1980, 1988; Beale 1960; Box 1971; Clarke
1980; Ratkowsky 1983; Seber & Wild 1989). The spectral decomposition (5) or (10) is very
special, though nonlinear, in that there exist no redundant measurements. Thus we can directly
derive the accuracy (of first- or second-order) and biases of the random eigenspectra on the basis
of spectral decomposition with or without constraints.
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Figure 3: The marginal probability density functions of the three random rotations of the
deviatoric random stress tensor (top two subplots), and the differences from their normal (middle
two subplots) and Fisher’s approximations (lower two subplots): solid line – θ21; dashed line –
θ31; and dotted line – θ32. The subplots on the left hand side are with the Gaussian model, and
those on the right with the Laplacian model (after Xu 1999).

5.1 The biases of the random eigenspectra

Suppose that the n-D real SRS random tensor T has the mean Γ and the error εT , i.e.

T = Γ + εT . (43)

The vector form of (43) is
v(T) = v(Γ) + ε, (44)

where ε = v(εT ). It is further assumed that ε has a vector of zero mean and a variance-covariance
matrix Σε. If the tensor T is constrained, then (44) only collects those functionally independent
random components of T. Let T have the random eigenvalues λ and random rotations Φ, which
are functionally independent. Thus we have the following mapping:[

λ

Φ

]
= ρ{v(T)}, (45)

where ρ maps T to λ and Φ.
Expanding (45) into a Taylor series and taking all the terms up to the second order approximation
at the point v(Γ), we obtain[

λ

Φ

]
= ρ{v(Γ)} + ρ̇{v(Γ)}ε +

1
2
Hεε, (46)
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Figure 4: The pdfs of the random eigenvalue of the 3D pure shear random tensor and the
differences from their normal approximations (after Xu 1999).

where

ρ̇{v(Γ)} =
∂(λT ,ΦT )T

∂[v(T)]T

∣∣∣∣∣
T=Γ,

(47)

Hε = [V̈(λ1)ε, ..., V̈(λi)ε, V̈(φkl)ε, ..., V̈(φmn)ε]T , (48)

with

V̈(λi) =
∂2λi

∂v(T)∂[v(T)]T

∣∣∣∣∣
T=Γ

,

and

V̈(φij) =
∂2φij

∂v(T)∂[v(T)]T

∣∣∣∣∣
T=Γ

,

being the symmetric matrix of the second derivatives of λi and φij with respect to the elements
of v(T), respectively, where the total number of φij is equal to [n(n + 1)/2 − i− mc]. Thus the
biases of λ and Φ can be computed from (46) as follows:

bias

[
λ

Φ

]
= E

[
λ

Φ

]
− ρ{v(Γ)}

=
1
2
E{Hεε}. (49)

In order to calculate the biases of λ and Φ, we have to know the second derivatives ρ̇{v(Γ)},
V̈(λi) and V̈(φij). For a full n-D SRS random tensor T, we have from (16) the first derivative
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Figure 5: The marginal pdfs of the three random rotations of the 3D pure shear random tensor
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The subplots on the left hand side are with the Gaussian model and those on the right with the
Laplacian model (after Xu 1999).

of λ and Φ with respect to v(T):

ρ̇{v(Γ)} =
∂(λT ,ΦT )T

∂[v(T)]T

∣∣∣∣∣
T=Γ

= B−1[D+
n (G ⊗ G)Dn]T

∣∣∣
T=Γ

, (50)

where B is given by

B = [v(O1), v(O2), ..., v(On), v(H21), ..., v(Hn1), v(H32), ..., v(Hn(n−1))],

with Oi being a zero matrix except for the ith diagonal element taking on the unit value. In
the 3D case, the matrix B becomes:

B =




1 0 0 0 0 0
0 0 0 λ2 − λ1 0 (λ2 − λ1) sin φ31

0 0 0 0 (λ3 − λ1) cos φ21 (λ1 − λ3) sin φ21 cos φ31

0 1 0 0 0 0
0 0 0 0 (λ3 − λ2) sin φ21 (λ3 − λ2) cos φ21 sin φ31

0 0 1 0 0 0




.

By differentiating (50) and after some lengthy derivation, we obtain the second derivatives of λ:

V̈(λi) = V̈ρλi
B−1[D+

n (G ⊗ G)Dn]−1 |T=Γ , (51)
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and the second derivatives of Φ:

V̈(φij) = V̈ρφij
B−1[D+

n (G ⊗ G)Dn]−1 |T=Γ , (52)

where

{V̈ρλ1 , ..., V̈ρλn , V̈ρθ21 , ..., V̈ρθn1 , V̈ρθ32 , ..., V̈ρθn(n−1)
}T

= {vec[V̈T
1 ], ..., vec[V̈T

n ], vec[V̈T
21], ..., vec[V̈T

n1], vec[V̈T
32], ..., vec[V̈T

n(n−1)]},

V̈i = −B−1 ∂B
∂λi

B−1[D+
n (G ⊗ G)Dn]−1, i = 1, 2, ..., n

V̈ij = −B−1 ∂B
∂φij

ρ̇{v(T)}

−ρ̇{v(T)}D+
n [(

∂G
∂φij

⊗ G) + (G⊗ ∂G
∂φij

)]Dn[D+
n (G⊗ G)Dn]−1, i > j.

Substituting (51) and (52) into (49), we can readily compute the biases of the random eigenvalues
and random rotations. For more details in the 3D case, the reader is referred to Xu & Grafarend
(1996b). In the same manner and using the differential relations in Section 3, we can first derive
all the required second derivatives and then compute the biases of the random eigenvalues and
random rotations of the 3D random deviatoric stress/strain and pure shear tensors; these are
omitted here.

5.2 The accuracy of the random eigenspectra

Omitting the second order term of ε from (46) and then applying the error propagation law to
it, we obtain the variance-covariance matrix of λ and Φ as follows:

D

[
λ

Φ

]
= ρ̇{v(Γ)}Σερ̇

T {v(Γ)}, (53)

which is of a first order approximation (see also Angelier et al. 1982; Soler & van Gelder 1991;
Xu & Grafarend 1996b).
Since the ratio of signal to noise of random stress/strain tensors in the Earth Sciences may be
small, the accuracy of higher order approximation may be necessary. In what follows we will
derive the second order accuracy estimate. Applying the definition of variance-covariance to
(46), we have

D

[
λ

Φ

]
= ρ̇{v(Γ)}Σερ̇

T {v(Γ)} +
1
4
E{Hεε − E(Hεε)}{Hεε − E(Hεε)}T . (54)

The second term of (54) can be derived using results of the fourth order moments of quadratic
statistics (Searle 1971; Rao & Kleffe 1988; Searle et al. 1992), and is given by

E{Hεε − E(Hεε)}{Hεε − E(Hεε)}T = 2MHεε, (55)

where

MHεε =

[
Mλ MλΦ

MT
λΦ MΦ

]
, (56)

with
Mλ = [tr{V̈(λi)ΣεV̈(λj)Σε}]n×n,
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MΦ = [tr{V̈(θij)ΣεV̈(θij)Σε}]n×n,

MλΦ = [tr{V̈(λi)ΣεV̈(θij)Σε}]n×n.

Substituting (56) into (54), we obtain the variance-covariance matrix of λ and Φ with the second
order approximation as follows:

D

[
λ

Φ

]
= ρ̇{v(Γ)}Σερ̇

T {v(Γ)} +
1
2
MHεε. (57)

The accuracy of the random principal stress/strain components and random rotations of a full
3D random stress/strain tensor can be found in Xu & Grafarend (1996b). Using the same
techniques as in the above, one can also obtain the first- and second-order accuracies of the
random eigenvalues and random rotations of the 3D random deviatoric stress/strain and pure
shear tensors; they are also omitted here however.
We finally summarize the bias and accuracy results of the random spectra in the following
theorem.

Theorem 4 Let T be a real n-D SRS random tensor, whose random eigenvalues and random
rotation parameters are respectively denoted by λ = (λ1, λ2, ..., λn) with its elements satisfying
λ1 ≥ λ2 ≥ ... ≥ λn and Φ = (φ21, φ31, ..., φn(n−1)). Assume that T (or more specifically,
v(T)) has the mean v(Γ) and the variance-covariance matrix Σε. Then the biases and variance-
covariance matrix of the second-order approximation of the random eigenvalues and random
rotations are given by

bias

[
λ

Φ

]
=

1
2
E{Hεε}, (58)

and

D

[
λ

Φ

]
= ρ̇{v(Γ)}Σερ̇

T {v(Γ)} +
1
2
MHεε, (59)

respectively, where the matrix Hε of (58) is given in Subsection 5.1.
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