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ABSTRACT 
 
The automatic analysis of spatial data sets presumes to have techniques for interpretation and structure recognition. 
Such procedures are especially needed in GIS and digital cartography in order to automate the time-consuming data 
update and to generate multi-scale representations of the data. In order to infer higher level information from a more 
detailed data set, coherent, homogeneous structures in a data set have to be delineated. There are different approaches to 
tackle this problem, e.g. model based interpretation, rule based aggregation or clustering procedures, which are part of 
the main topic called data mining. In the paper, a short introduction to data mining will be given and a parameter-free 
graph-based clustering approach is presented 

1. INTRODUCTION 

The ever increasing amount of data and information available demands for an automation of its use. 
Users need adequate search tools in order to quickly access and filter relevant information. Data 
Mining has evolved as a branch of computer science, which tries to structure data and find inherent, 
possibly important, relations in the data. In general, it deals with finding facts by inference; finding 
information in unstructured data, or in data which is not structured explicitly for the required 
purpose. 
In GIS and digital cartography, respectively, there is a growing demand for such techniques: huge 
spatial data sets are being acquired and have to be kept up to date at ever increasing cycles; 
furthermore, information of different levels of detail is required in order to compensate for the 
requirements of different applications. One important application is the scale dependent data 
representation for quick visualization on a computer screen. In cartography, typically the data of 
different scales are acquired, managed and updated separately (a highly time consuming and labor 
intensive task). In order to accelerate update cycles and deliver actual information on-the-fly, tools 
and techniques for automation of initial data capture and update are required. In the following there 
will be a short introduction to the topic Data Mining, and a more detailed description of the Data 
Mining problem Cluster Analysis. At last a parameter-free graph-based clustering approach is 
presented. 

2. DATA MINING 

Data mining or knowledge discovery in databases (Piatetsky-Shapiro & Frawly, 1991), (Holsheimer 
& Siebes, 1994), (Fayyad et al., 1996) can be defined as the discovery of interesting, implicit, and 
previously unknown knowledge from large databases (Frawley et al., 1991). The subject spatial data 
mining is the extension of data mining from relational and transactional databases to spatial 
databases. Nowadays huge amounts of spatial data have been captured in various applications, 
ranging from remote sensing, to geographic information systems, environmental  and planning. The 
human ability to analyze this large spatial databases manually is far exceeded. That makes it 
necessary to automate the information (knowledge) discovery to support a human operator. 
The subject spatial data mining represents the integration of several fields, including machine 
learning (Michalski et al., 1984), database systems, data visualization, statistics (Shaw, 1994), 
information theory and computational geometry. Spatial data mining techniques have wide 
applications in geographic information systems and remote sensing (Koperski, 1996). These 
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methods can be used for understanding spatial data, discovering relationships between spatial and 
nonspatial data, construction of spatial knowledge-bases, query optimization, characterization of 
spatial data. Possible applications for spatial data mining are described in (Anders, 1996, 1997), 
(Haala & Anders, 1996, 1997), and (Sester, 1998, 1999). 

2.1. Data Mining Problems 

Data mining problems can be classified as follows: 
 

• Classification methods: Data items are mapped into predefined categorical classes. 

• Cluster analysis: Cluster analysis is a branch of statistics that has been studied for many 
years. The goal of this method is to cluster objects into classes, based on their features, 
which maximize the similarity of class objects and minimize the similarity of objects from 
different classes. There are probability-based and distance-based clustering methods. 
Cluster analysis represents a type of unsupervised learning. The advantage of this method is 
that interesting structures or clusters can be found directly from the data without any 
background knowledge. Modified clustering techniques are described by (Ng & Han, 1994), 
(Ester et al., 1995) and (Ester et al., 1996). 

• Search for associations rules: These methods look for characteristic rules that link one or 
more objects to other objects. Asociation rules are of the form X → Y (s%,c%), where X and 
Y are spatial or nonspatial predicates, s% the support and c% the confidence of the 
association rule ((Koperski & Han, 1995), (Bollinger, 1996)). There are various kinds of 
spatial predicates that could constitute a spatial association rule, e.g. neighborhood 
(distance) information, topologic relations (intersection, overlap, etc.) or spatial orientation 
(right_of, north_of, etc.).  

• Aggregation-, approximation-methods : These methods use spatial relations (topologic or 
geometric) to create new complex objects (Knorr & Ng, 1995) or to find patterns, structures 
(Regnauld, 1996) in the spatial database. The geometry of complex objects is described by 
an appropriate approximation of the aggregated geometries (e.g. convex hull). This type of 
spatial data mining methods often use concepts of computational geometry (Preparata & 
Shamos, 1985). An example for that kind of information is a created rule as the following: 
80% of all houses in that cluster have a saddle roof. 

• Time-series analysis: Find similarities in sequential data. The analysis of the stock market 
trends is a typical time-series processing. 

• Dependency modeling: Describes significant dependencies between variables. 

• Deviation analysis: These methods looks for deviations from the expected values such as 
outliers in a class of objects. For example, finding unexpected credit charge operations can 
be performed by deviation analysis. 

• Summarization (Characterization): Find a compact description of the data. These 
methods can include data visualization, statistical functions, generalized rules, and tables. 

• Prediction methods: These methods maps a data item onto a numerical variable. Often 
used are the linear or nonlinear regression models. 
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3. CLUSTER ANALYSIS 

In the context of data aggregation, there are many approaches in GIS and in digital cartography, 
namely in model or database generalization. (Richardson, 1996) and (Smaalen, 1996) present 
approaches to come from one detailed scale to the next based on a set of rules. If such rules are 
known or models of the situation are available, good results can be achieved (cf. Sester et al, 1998). 
However, the main problem being the definition of the rules and the control strategy to infer new 
data from it (Ruas, 1995). Current concepts try to integrate learning techniques for the derivation of 
the necessary knowledge (Plazanet et al:1998), (Sester, 1999). 
Clustering is a well established technique for data interpretation. It usually requires prior 
information, e.g. about the statistical distribution of the data or the number of clusters to detect. 
Existing clustering algorithms, such as k-means (Jain:1988), PAM (Kaufman, 1990), CLARANS 
(Ng & Han, 1994), DBSCAN (Ester et al., 1996), CURE (Gua et al.,1998), and ROCK (Gua et al., 
1999) are designed to find clusters that fit some static models. For example, k-means, PAM, and 
CLARANS assume that clusters are hyper-ellipsoidal or hyper-spherical and are of similar sizes. 
The DBSCAN algorithm assumes that all points of a cluster are density reachable (Ester et al., 
1996) and points belonging to different clusters are not. All these algorithms can breakdown if the 
choice of parameters in the static model is incorrect with regarding to the data set being clustered, 
or the model did not capture the characteristics of the clusters (e.g. shapes, sizes, densities). In the 
following, we give a brief overview of existing clustering algorithms.  

3.1. Non-hierarchical Schemes 

Non-hierarchical clustering techniques are also called partitional clustering techniques. These 
approaches attempt to construct a simple partitioning of a data set into a set of k non-overlapping 
clusters such that the partitions optimize a given criterion. Each cluster must contain at least one 
data element, and each data element must belong to exactly one group. In most of the partitional 
methods an initial partitioning is chosen and then the cluster membership is changed in order to 
obtain a better partitioning. Centroid based methods like the k-means method (MacQueen, 1967), 
(Jain:1988) and the ISODATA (Ball, 1965) method try to assign data elements to clusters such that 
the mean square distance of data elements to the centroid of the assigned cluster is minimized. 
These techniques are suitable only for data in metric spaces, because  they have to compute a 
centroid of a given set of data elements. Medoid based approaches as CLARANS (Ng & Han, 1994) 
and PAM (Kaufman, 1990) try to find a so called medoid which is a representative data element 
that minimize the sum of the distances between the medoid and the data elements assigned to this 
medoid. 
One disadvantage of centroid and medoid based methods is that not all values of k lead to natural 
cluster so it is useful to run the algorithm several times with different values for k to select the best 
partition. With a given optimization criterion this decision can be automated. The main drawback of 
both methods is that they will fail for data sets in which data elements belonging to a cluster are 
closer to the representative of another cluster than to the representative of their own cluster. This 
case is typical for many natural clusters if the cluster shapes are concave or their sizes vary largely. 

3.2. Hierarchical Schemes 

Hierarchical cluster schemes constructs a dendrogram is a tree structure  which represents a 
sequence of nested clusters. This sequence represents multiple levels of partitioning. On the top is a 
single cluster which includes all other clusters. At the bottom are the data elements representing 
single element clusters. Dendrograms can be constructed top-down or bottom-up. The bottom-up 
method is known as the agglomerative approach, where each data element starts out as a separate 
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cluster. In each step of an agglomerative algorithm the two most similar clusters are grouped 
together based on similarity measures in subsequent steps and the total number of clusters is 
decreased by one. These steps can be repeated until one large cluster remain or a given number of 
clusters is obtained or the distance between two closest clusters is above a certain threshold. The 
top-down method known as the divisive approach works in the reverse direction. Agglomerative 
methods seems to be the most popular in the literature.  
In the literature one can find many different variations of hierarchical algorithms. Basically, these 
algorithms can be distinguished by their definition of similarity and how they update the similarity 
between existing clusters and the merged clusters. In general, the approaches described are 
alternative formulations or minor variations of centroid (medoid) based concepts, linkage based 
concepts, and variance or error sum of squares error concepts. 
The centroid or medoid based approaches also fail on clusters of arbitrary shapes and different sizes 
like non-hierarchical methods, such as k-means and k-medoid. The oldest linkage based method is 
the single linkage algorithm, sometimes referred to as the nearest neighbor approach. In the single 
linkage method, no representative exists. The cluster is represented by all data elements in the 
cluster and the similarity between two clusters is the distance between the closest pair of data 
elements belonging to different clusters. The single linkage method is able to find clusters of 
arbitrary shape and different sizes, but it will fail at poorly separated clusters and is susceptible to 
noise and outliers.  
In order to avoid these drawbacks algorithms like the shared near neighbors method (Jarvis & 
Patrick, 1973), CURE (Gua et al., 1998) or ROCK (Gua et al., 1999) were proposed. Instead of 
using a single centroid to represent a cluster, CURE choose a constant number of representative 
points to describe a cluster. The ROCK algorithm operates on a derived similarity graph and scales 
the aggregate inter-connectivity with respect to a predefined inter-connectivity model. The shared 
near neighbors method use a k-nearest-neighbor graph to determine the similarity between two 
clusters. The advantage of this clustering method over most other alternatives is that it is 
independent of absolute scale.  
A major limitation of existing agglomerative hierarchical schemes such as the Group Averaging 
Method (Jain, 1988), CURE, and ROCK is that the merging decisions are based on static modeling 
of the clusters to be merged. More information about the limitations of existing hierarchical 
methods can be found in (Karypis, 1999).  
 

4. GRAPH-BASED CLUSTERING 

The most powerful methods of clustering in difficult problems, which give results having the best 
agreement with human performance, are the graph-based methods (Jaromczyk, 1992). The idea is 
extremely simple: Compute a neighborhood graph (such as the minimal spanning tree) of the 
original points, then delete any edge in the graph that is much longer (according to some criterion) 
than its neighbors. The result is a forest and each tree in the forest represents a cluster. 
In general, hierarchical cluster algorithms work implicitly or explicitly on a similarity matrix such 
that every element of the matrix represents the similarity between two elements. In each step of the 
algorithm the similarity matrix is updated to reflect the revised similarities. Basically, all these 
algorithms can be distinguished based on their definition of similarity and how they update the 
similarity matrix. In spatial clustering algorithms one can discriminate between spatial similarity 
and semantic similarity which means the similarity of non-spatial attributes. 
Spatial similarity implies the definition of a neighborhood concept which can be defined on 
geometric attributes, such as coordinate, distance, density, and shape. The computation of a spatial 
similarity matrix can be seen as the construction of a weighted graph, so called neighborhood 
graph, where each element is represented by a node and each neighborhood relationship (similarity) 
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is an edge. There are efficient algorithms to compute neighborhood graphs (Jaromczyk, 1992) 
which can be used to compute a spatial similarity matrix. 

4.1. Neighborhood Graphs 

A general introduction to the subject of Neighborhood graphs is given in (Jaromczyk, 1992). 
Neighborhood graphs also called proximity graphs (Toussaint, 1991), are used as tools in 
disciplines where shape and structure of point sets are of primary interest. These include for 
example visual perception, computer vision and pattern recognition, cartography and geography, 
and biology. 
Neighborhood graphs capture proximity between points by connecting nearby points with a graph 
edge. The many possible notions of nearby (in several metrics) lead to a variety of related graphs. It 
is easiest to view the graphs as connecting points only when certain regions of space are empty. In 
the following definitions of proximity graphs we will use these notations: 
 

• .Rin   points   ofset A  : dnV  
• edge.common  a have  and  points The : ),( qpqpEdge  
• . ofneighbor nearest  The : )( ppNN  
• metric.given  a using  and  points obetween tw distance The : ),( qpqpδ  
• }.),(|{),( ballopen  The : Ball rqpqrpB <= δ  
• )).,(,()),(,(),( : Lune qpqBqppBqpL δδ ∩=  
• )).,(,)1(()),(,)1((),( : Lune- 222222 qppqBqpqpBqpL δδβ ββββββ

β +−∩+−=  
 
Some well known proximity graphs are: 
 

• The delaunay triangulation (DT(V)) 
• The nearest neighbor graph (Jarvis, 1973) 

})),(,(,|),({)( ∅=∩∧∈= VqppBVqpqpEdgeVNNG δ  
• The minimum spanning tree (MST(V)). 
• The relative neighborhood graph (figure 1a)) (Toussaint, 1980) 

}),(,|),({)( 2 ∅=∩∧∈= VqpLVqpqpEdgeVRNG  
• The gabriel graph (Gabriel, 1969) 

}),(,|),({)( 1 ∅=∩∧∈= VqpLVqpqpEdgeVGG  
• The β -skeleton (Kirkpatrick, 1985) 

}),(,|),({)( ∅=∩∧∈= VqpLVqpqpEdgeVG ββ  
• The sphere of influence graph (Toussaint, 1988) 

})))(,(,()))(,(,(,|),({)( ∅≠∩∧∈= qNNqqBpNNppBVqpqpEdgeVSIG δδ  
 
The important relationship between some proximity graphs is that they build a part of hierarchy. 
Given a point set V and a metric, then for any ]2,1[∈β  the following hierarchy is valid: 

DTGGGRNGMSTNNG ⊆⊆⊆⊆⊆ β . 
 
In figure 1b) the hierarchical relationship between the Nearest Neighbor Graph, the Relative 
Neighborhood Graph, the Gabriel Graph, and the Delaunay Triangulation of a point set is shown. 
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Figure 1a): RNG of a point set. Figure 1b): Hierarchy of proximity graphs. 

 
The computation of such a hierarchy needs O(n log n) time, because the computation of the 
Delaunay Triangulation needs O(n log n) time and any sub graph can be computed from its super 
graph in O(n) time. For example, an algorithm for the RNG in the Euclidean metric using the 
Delaunay Triangulation was developed by (Supowit, 1983). 
 

4.2. Hierarchical Graphbased Clustering 

In our approach we use the hierarchical relationship between proximity graphs to represent a near to 
a far neighborhood model. Our algorithm can be described as follows: 
The first basic step is the computation of the Delaunay Triangulation (DT) from a given set of 
points. In the next step we compute first the Gabriel Graph (GG) from the DT, second the Relative 
Neighborhood Graph (RNG) from the GG, and third the Nearest Neighbor Graph (NNG) from the 
RNG (figure 1a)). Then we activate the edges of the NNG to start with the nearest neighbor model. 
Then all given points (graph nodes) are initialized as a single cluster. Every cluster contains a set of 
inner edges and a set of outer edges. The inner edges connect nodes which belongs to the same 
cluster and  the outer edges connect nodes which belongs to different clusters. Every cluster is 
characterized by the median of the inner edge sizes (cluster density) and the cluster variance. The 
cluster variance is the median deviation of all inner and outer edge sizes from the cluster density. 
Using the inner and outer edges to compute the variance introduce an uncertainty factor to our 
model. At the beginning every initial cluster has no inner edges and therefore a density of zero, but 
the variance will be none zero, because every node in the NNG belongs at least to one edge. All 
initial clusters are put into a priority queue, ordered by their density and variance values. The first 
cluster in the priority queue is selected (cluster with the highest density) and merged with all of his 
valid neighbor clusters. Valid neighbor clusters are clusters which are connected by an outer edge 
and meet constraints, but first some used notations: 
 

• { }XyxEdgeyxMedianCX ∈= ),(|),(~ δ  : Median of the edge sizes in cluster X. 

• { }( , ) | ( , ) X XC Median x y C Edge x y Xδ= − ∈  : Median absolute deviation of the edge sizes 

in cluster X. 

• ⎥⎦
⎤

⎢⎣
⎡ +−=Λ XXXXX CCCCC

~~~,
~~~  : Confidence interval of the edge size in cluster X. 

• { }YXyxEdgeyxMedianC YX ∩∈=Δ ),(|),(, δ  : Median distance of two clusters X and Y. 
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Two clusters X and Y can be merged if the following three constrains are valid: 
 

• Density compatibility: XYYX CCCC Λ∈∧Λ∈
~~ . 

• Distance compatibility: YYXXYX CCCC Λ∈Δ∧Λ∈Δ ,, . 

• Variance compatibility: { }YXYX CCC
~~,

~~min
~~

, ≤ . 
 
After the merging all valid neighbor clusters are removed from the priority queue. Then repeat the 
selecting and merging step until no more clusters with valid neighbors can be found. The result are 
the clusters based on the NNG. In the next step the RNG edges are activated an the same procedure 
as for the NNG is repeated. Then the GG edges are activated and finally the edges of the DT are 
processed. Figure 2a) and 2b) shows the segmentation of an artificial test set with and without 
noise. 

  
Figure 2a): Cluster in Test set without noise. Figure 2b): Cluster in Test set with noise. 

 
One basic aim of our approach was to detected building clusters for map generalization (Sester, 
2000). Figure 3a) and 3b) shows the clustering result of two 2D point sets (centroids) derived from 
2D building ground plans. We applied our clustering method also to a measured 3D object point 
cloud. Figure 4a) shows the result of a special segmentation method using a surface model, the 
surface curvature, and requires some user-defined parameters. Figure 4b) shows the result of our 
clustering process without any user-defined parameters using only the given 3D points. 

5. CONCLUSION 

The scope of the paper was to motivate the usefulness and the need for techniques of spatial data 
base interpretation. Because of the increasing amount of spatial information in digital form and the 
importance of data actuality and data quality for economy, industry and commerce it will become 
more important to automate the interpretation and revision of digital landscape models. Spatial data 
mining techniques are one tool to make the data reuse possible and also allow for a utilization of the 
data beyond their original purpose. 
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a): b): 

Figure 3: Examples for detected building clusters. 
 

  
Figure 4a): 3D reference segmentation. Figure 4b): 3D graph based segmentation. 
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