
Ž .ISPRS Journal of Photogrammetry & Remote Sensing 54 1999 130–137

Extraction of buildings and trees in urban environments
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Abstract

In this article, two methods for data collection in urban environments are presented. The first method combines
multispectral imagery and laser altimeter data in an integrated classification for the extraction of buildings, trees and
grass-covered areas. The second approach uses laser data and 2D ground plan information to obtain 3D reconstructions of
buildings. q 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Airborne laser scanners measure three-dimen-
sional points, which are distributed over the terrain
surface and on objects rising from the ground like
trees or buildings. Even though a so-called Digital

Ž .Surface Model DSM , which can be derived from
these points is easily sufficient for a number of
applications, further interpretation and qualification
of the original height data is necessary in many
cases. One example is the acquisition of 3D city
models for virtual reality applications, where even
small geometric errors like a non-planar triangulation
of a planar facade may easily disturb the impression
of looking at a ‘real world’ scene.

Another problem with employing surface descrip-
tions by an unqualified, i.e., object independent,
distribution of points is the large amount of data to
be computed, stored and displayed during simula-
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tions and visualizations. It has been recognized early
by the computer graphics community that handling
of very large scenes is an important topic, resulting
in several approaches like clipping and viewing frus-
tum computations, if just parts of the scene need to
be rendered for visualization. Another traditional
approach is to provide multiple level-of-detail repre-
sentations, which are computed off-line and use dif-
ferent object representations depending on the dis-

Ž .tance of the virtual camera from the object. Al-
though the amount of data can be reduced signifi-
cantly by these algorithms, many tasks aiming at
visualizations or simulations in an urban environ-
ment need further abstraction and interpretation of
the surface description. Simulations on the propaga-
tion of noise or electro-magnetic waves, e.g., require
knowledge about the surface material; consequently,
trees or buildings have to be represented separately
from the terrain surface. Virtual reality applications
require terrestrial images to be mapped onto the
vertical faces of the buildings to achieve photoreal-
ism for the generation of walk-throughs, since the
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resolution and viewing direction of an aerial image is
no longer sufficient at a large scale. For this purpose,
correspondences have to be established between the
terrestrial images and the data set used to represent
building geometry. Corners and edges of buildings
can be identified easily in terrestrial images. There-
fore, these elements should also be represented ex-
plicitly in the geometric database. All those argu-
ments call for a further interpretation and abstraction
of the laser data in order to achieve an explicit
representation of building geometry and topology by
3D CAD models.

Frequently, ground plans of buildings have al-
ready been acquired and can therefore be used for
3D building reconstruction. One problem arising
when utilizing existing databases is the potential
occurrence of errors as well as their prospective lack
of actuality and incompleteness. For this reason, the
algorithm described in the following section aims at
the automatic extraction of topographic features by
combining laser data and color imagery in a classifi-
cation step. Within this step, regions representing
buildings and streets are detected, which can be used
for map revision to uncover obsolete or incomplete
parts of an existing GIS. Additionally, urban vegeta-
tion like trees and bushes are captured. These objects
are usually not available from standard databases.
Still they are very relevant for virtual reality applica-
tions, since they play an important role for the visual
impression.

The generation of virtual city models including a
3D building reconstruction based on the combination
of laser data and existing outlines is described in
Section 3. Based on the given ground plan, each
building is subdivided into a number of basic primi-
tives and the primitives are fit to the laser data by a
least squares estimation. The virtual city model is
completed by texture mapping of terrestrial images.

2. Classification using DSM and color imagery

DSM have already been used for the automatic
detection of buildings to trigger the subsequent geo-

Žmetric reconstruction from stereo image data Haala,
.1994 . This is possible since DSM not only represent

the terrain surface like Digital Terrain Models
Ž .DTM , but also contain buildings and other objects

which are higher than their surroundings. To make
this information accessible the so-called normalized
DSM, i.e., the difference between DSM and DTM
can be calculated, resulting in a representation of
objects rising from the terrain approximately put on

Ž .a plane Weidner and Forstner, 1995 . The required¨
DTM can be provided from existing data or can be
derived from the available DSM, for example by
mathematical morphology. Even though objects ris-
ing from the terrain can be detected quite well from
the height data, the discrimination between buildings
and trees can be difficult, if only simple criteria like
region size or shape are considered. A possible
approach is to use the roughness of the DSM surface
measured by differential geometric quantities as an
additional criterion for the discrimination of build-

Ž .ings and vegetation Brunn and Weidner, 1997 .
However, due to the restriction to surface geometry,
the number of object types, which can be discrimi-
nated within a DSM is very limited. A further differ-
entiation like the extraction of streets or landuse
classes is not possible.

Spectral information has been widely used as a
data source for thematic mapping applications. Sur-
face material information can be derived by tradi-
tional classification techniques from multispectral
imagery and used for mapping of man-made struc-
tures and natural features in complex urban scenes.
Still the potential of spectral data is limited for these
applications with respect to the accuracy and reliabil-
ity of the results as well as the possibility to discrim-
inate a large number of object categories. One prob-
lem while classifying multispectral data is the similar
reflectance of trees and grass-covered areas. Fre-
quently, the same holds true for the distinction of
streets and buildings. On the other hand, trees and
buildings can be discriminated easily from grass-
covered areas or streets using height data, since they
are higher than their surroundings, whereas streets
and grass-covered areas are at the terrain level. For
this reason, the height above terrain as an additional
source of information improves the discrimination
and avoids misclassification especially for these types
of objects; multispectral images and normalized DSM
can be used as complementary data sources to im-
prove the classification.

Ž .Hug 1997 applies a scanning laser altimeter,
which is able to measure distance and surface re-
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ŽFig. 1. CIR orthoimage green channel selected for grey value
.representation .

flectance by processing the return signal energy of
the laser beam. Thus, in addition to the range data a
reflectance image in the near infrared spectrum is
available, enabling the simultaneous usage of geo-
metric and radiometric information for the detection

Ž .of trees and buildings. Henricson et al. 1996 use
information from colored infrared aerial images to
separate elevation blobs detected in a DSM from
stereo image matching into the classes buildings and
trees. The application of traditional spectral classifi-
cation techniques to derive surface material informa-
tion from multispectral imagery is presented by Ford

Ž .et al. 1997 . They use hyper-spectral data with
nominal 2 m ground sample distance with over 200
spectral samples per pixel, captured by the airborne
sensor system Hyperspectral Digital Imagery Collec-

Ž .tion Experiment HYDICE .
In our approach, multispectral information pro-

vided by a color-infrared aerial image is combined
with geometric information from a laser scanner
DSM in one classification step. The utilized CIR
images of the test site Karlsruhe were taken at a
scale of 1:5000 with a normal-angle camera. For
digitization, the images were scanned at a resolution
of 60 mm, resulting in three digital images in the
spectral bands near infrared, red and green at a pixel
footprint of 30 cm. The basic idea of the proposed
algorithm is to simultaneously use geometric and

radiometric information by applying a pixel-based
classification, whereby the normalized DSM is used
as an additional channel in combination with the
three spectral bands. For this purpose, the height data
and the images have to be coregistrated, i.e., a
colored orthoimage is generated from the original
CIR imagery. Fig. 1 shows the green channel of the
orthoimage, generated with a ground pixel size of
0.5 m. Fig. 2 shows the corresponding DSM, which
was provided by the TopoSys laser scanner-system;
terrain points were measured at approximately one
point each 1=1 m2 with an accuracy of 0.2 m.

Based on this DSM, the terrain surface can be
derived approximately by mathematical morphology
using the approach described by Weidner and

Ž .Forstner 1995 . This DTM can then be subtracted¨
from the original DSM. Together with the spectral
bands the resulting normalized DSM is used as input
for an unsupervised classification algorithm. The
applied classification detects clusters of pixels in
feature space and categorizes the pixels to the clus-
ters based on the minimum distance criterion. For

Žthat purpose the ISODATA Iterative Self-Organiz-
.ing Data Analysis Technique algorithm was utilized,

Žwhich is a standard procedure see e.g., Richards,
.1993 . With this approach, the optimal number of

spectral clusters is automatically determined by itera-

ŽFig. 2. DSM acquired by laser scanning mosaic of two parts,
.upper and lower, stemming from different datasets .
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Fig. 3. Result of ISODATA classification using CIR orthoimage and normalized DSM.

tively applying split and merge operations while
performing the following steps.

Ž .1 A number of parameters have to be initialized
by the operator. These parameters are the desired
number of clusters, the minimum number of itera-
tions, the minimum number of pixels in a cluster, the
minimum standard deviation to initiate cluster split-
ting, and the maximum distance in feature space
between cluster centers to initiate cluster merging.

Ž .2 Each pixel is assigned to one of the predefined
clusters by a minimum distance criterion.

Ž .3 All clusters containing less members than a
predefined number of pixels are eliminated.

Ž .4 New cluster centers are computed from the
pixels assigned in step 2.

Ž .5 Aggregated clusters are split, if the standard
deviation is larger than the specified threshold.
Neighboring clusters are merged, if the pairwise

Ž . Ž .Fig. 4. Comparison of multispectral classification with left and without right normalized DSM.
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distance is smaller than a predefined parameter and
if the maximum specified number of clusters has not
been reached.

Ž .6 The algorithm is terminated, if the maximum
number of iterations is reached, else it is continued
with step 2.

For computational reasons only a certain percent-
Žage of pixels for example only the pixels of each

.10th row and column are used for cluster formation
in step 2. After the stop criterion is reached, the
detected cluster centers are used to classify the entire
image based on the minimum distance criterion.
Finally, the feature classes are interpreted and com-
bined to thematic classes or object classes in an
interactive step.

The results of the ISODATA algorithm of course
depend on the quality of the input data. If the data in
feature space is distributed in almost isolated natural
groups, these clusters can be detected very reliably.
Fig. 3 shows the result of the classification based on
CIR orthoimage and normalized DSM, where classes
Ž .from dark to bright ‘shadow’, ‘building’, ‘tree’,
‘grass-covered-area’ and ‘street’ could be obtained.
In order to demonstrate the importance of the nor-
malized DSM, Fig. 4 compares the result with a
classification solely based on spectral information.

This classification can, e.g., be used to automati-
cally determine the position of trees as shown in Fig.
5. In order to define the position of single trees

Fig. 5. Computation of tree positions using classified ‘tree’ re-
gions.

within the class ‘tree’ regions, depicted by the white
contours in Fig. 5 a skeleton was calculated for these

Ž .areas black lines . The trees were placed at the node
points of the skeleton represented by the white points.
Fig. 6 shows the generated trees in a virtual environ-
ment. The automatic reconstruction of the buildings
contained in this figure is described in Section 3.

The result of the classification can also be used to
check existing data for actuality and completeness,
e.g., by detecting buildings, which are not present in
the database. In principle, the classification can pro-
vide a very simple 2.5 D urban model; building
blocks can be generated using the outlines of the
classified buildings. For more sophisticated tasks,
like visualization or simulations of high qualit, a 3D
CAD model has to be provided. For that purpose the
DSM data is combined with existing ground plans of
the buildings, which have been checked previously
by the presented classification step.

3. Building reconstruction

Most buildings can be described to sufficient
detail in terms of general polyhedra, i.e., their
boundaries can be represented by a set of planar
surfaces and straight lines. In our approach, addi-
tional constraints are obtained for reconstruction by
using the assumption that the given ground plan is
correct and exactly defines the borders of the roof.
The buildings are represented by a combination of
one or more basic primitives. Similar to the approach

Ž .of Englert and Gulch 1996 , each primitive consists¨
of a cuboid element with a roof, which can be a flat

Ž .roof, desk roof one inclined plane , gable roof or
hip roof. This type of representation corresponds to

Ž .the well-known constructive solid geometry CSG
representation used in computational geometry,
which combines simple primitives by means of

ŽBoolean set operators union, intersection, subtrac-
.tion in order to obtain complex objects.

In the first step of our algorithm buildings are
segmented into basic primitives based on their given
outlines. An example of the automatic ground plan
decomposition is shown in Fig. 7. Each rectangle
defines the base of one building primitive, which
means that position, orientation and horizontal exten-
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Fig. 6. 3D visualization of virtual trees and reconstructed buildings.

sion of each cuboid are already defined by the
parameters of the rectangle. Remaining unknown
parameters are the height of the cuboid, the roof type
and roof plane slopes. These parameters are esti-

Fig. 7. Ground plan decomposed into rectangular parts.

mated by a least squares adjustment, which mini-
mizes the distances between the DSM surface and
the corresponding building primitive, i.e., the build-
ing primitives are fit to the DSM surface. The algo-

Fig. 8. Reconstructed building and DSM.
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Fig. 9. 3D visualization of virtual city model.

Žrithm is described in more detail in Haala et al.,
.1998 . Fig. 8 shows the reconstructed building and

the height data obtained from laser scanning. For
visualization, the DSM is overlaid with the orthoim-
age.

Usually, simulations or visualizations require
boundary representations of the buildings, which de-
scribe spatial objects by their bounding elements,
e.g., planar faces. Nodes and edges are defined by
intersection of the bounding planes; the topology is
additionally captured by a set of relations that indi-
cate how the faces, edges and vertices are connected
to each other. In order to transform the reconstructed
CSG description into a boundary representation the
union of the set of CSG primitives has to be com-
puted. For this purpose, the primitives are inter-
sected, coplanar and touching faces are merged and
inner faces or parts are removed. The result of the
automatic building reconstruction for the test area is
presented in Fig. 6. For the refinement of the auto-
matic reconstruction a graphical user interface has

Ž .been developed Brenner and Haala, 1998 . Using
this tool, rectangles usually generated by the ground
plan decomposition can, e.g., be modified or added
interactively, if parts of the building like a bay are
not represented in the original ground plan. The
rectangles again trigger the reconstruction of an addi-

tional or modified building primitive by applying the
described estimation process. In case no ground plans
are available this interactive mode can also be used
for semi-automatic reconstruction.

The final step towards a photorealistic visualiza-
tion is presented in Fig. 9. For the generation of a
virtual reality model, terrestrial images were mapped
on the building faces. In this application, texture
mapping from terrestrial images is simplified consid-
erably compared to the standard architectural pho-
togrammetry approach, since the vertices of the al-
ready reconstructed buildings provide sufficient con-
trol point information.

4. Conclusions

Data collection in urban environments can profit
considerably if laser scanning is applied. The separa-
tion of spectral data into regions representing build-
ings, trees and grass-covered areas can be improved
significantly, if a so-called normalized DSM is uti-
lized as an additional channel within classification.
This normalized DSM gives information on the height
above ground for each image pixel and can be
derived from laser scanning data. In the second
example, the use of height data for 3D building
reconstruction has been demonstrated. By the inte-
gration of ground plans, detailed reconstructions of
buildings can be obtained automatically even for
laser data measured at relatively low point densities.
Since the integration of laser data proved to be very
successful, the use of this information is strongly
recommended during the automatic generation of
urban databases.
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