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Summary

The progress in photogrammetry in the recent past extended the appli-
cations from purely mapping in the beginning to precise point determi-
nation and object reconstruction. Today photogrammetric science is con-
centrated on digital photogrammetry to provide for real-time systenms,
which make photogrammetry still more attractive. Besides measurement

systems depending only on photogrammetric methods, there is also a
‘trend to integrate vision sensors into electronic theodolites leading
to a new generation of surveying equipment.

For that reason the paper reviews at first the developments in ana-
lytical photogrammetry. Based on the concepts of bundle block ad-
justment some models and hypothesis tests are introduced to monitor
displacements and to control the shape of industrial objects. But fol-
lowing the trend especially in close range applications also possibili-
ties of an automated data flow from data capturing to object recon-
strution are exhibited to demonstrate the full potential of future pho-
togrammetric systems. 8Some examples cover accuracies and the efficien-
Cy of modern photogrammetry.

1. Introduction

The application of photogrammetry -~ the science of image metrology
and image understanding - dates back more than hundred years. Although
it was primarily used for a long time in medium scale topographic map-
ping, the introduction of digital computing power extended the appli-
cation fields considerably. Nowadays photogrammetry provides also for
large scale mapping in architecture, precise point determination in ca-
dastre and engineering projects as well as for object descriptions by
means of surface maodels, Most recently it is searching for new taske in
robotics and machine vision.

These developments were made possible by solving the image / object
space relations analytically. Already towards the middle of the fifties
H.H, Schmid (1956) introduced the concept of bundle block adjustment,
which has been integrated into modern strategies of statistical infer-
ence during the last decade. At the same time U.V. Helava (1957) gave
tirst considerations on a new generation of evaluation instruments -
the analytical plotter (AP) - nowadays mostly used and generalized to
photogrammetric information systems.

Although analytical photogrammetry has reached a high performance in
accuracy and efficiency the progress in microelectronics and semicon-
ductor technology influences photogrammetry once more. With the use of
digital image sensors’' the photogrammetric data acquisition process can

* Presenied to the course "Progettazione e ottimizzazione del relievo topografico e fotogrammetrico di controlio™ in Udine/ltaly, 1988,



totally be revised. This means, that all the operations from data cap~
turing to object reconstruction may be done in " real-time " leading to
the concept of " real-time photogrammetry “. Especially in close range
applications digital photogrammetric methods will considerably contrib-
ute to the discipline of " computer vision ", as it is used nowadays in
robotics and machine vision applications. Also the analytical plotter
will be substituted by hard- and software used in these applications
resulting into " digital plotters (DP) " as specific picture processing
systems.

2, Analytical Photogrammetry in General

In order to extract informations from pictures taken at aerial posi-
tions (aerial photogrammetry) or on the earth (terrestrial photogramme-
try) some definitions and explanations must be introduced. & loock at
the data flow (see Fig. 1) demonstrates the steps necessity to describe
an object by means of photogrammetry

D;ta analysis

Analog | [Processing Inage P:;nt Object
data > of D>l coordinates|™|determinat g t
capturing ohotographs . econstruct,

Fig. 11 Data flow in photogrammetry

(i) Data capturing can be done using metric cameras or professional
‘ amateur cameras. In the recent past some amateur cameras have been
investigated (W. Wester-Ebbinghaus, 1983, M. Btephani/K. Eder,1987)
and recommended especially for close range applications. Typical
examples for a metric and a semi-metric (amateur) camera are given
by Fig. 2a, b.

(ii) The processing step contains the procedures to obtain the final
photograph from the exposed emulsion.

(iii) Data analysis may be subdivided intoc three partst

{1) the measurement of image coordinates by means of a wmonocom-
parator or an analytical plotter (see Fig. 2c)

(2) solving the «collinearity equations between the image / object
gpace for the unknown orientation parameters of the camera po~
sitions and the unknown spatial coordinates of the object
points

(3) to describe the object point manifold by means of heuristic or
analytical models. Especially in close range applications ana-
lytical model building is often desired to prove the quality of
industrial objects and to parameterize architectural buildinge,
rezpectively., Also in deformation analysis this approach is
used to model movements of points observed at different time
epochs. On the contrary complex structures such as the earth



surface or car bodies in industry are represented by digital
surface (terrain) models using grids and/or triangles as geo-
metric cells,

The term " analytical photogrammetry " is referred only to the dats
analysis and means, that all steps necessary are numerically carried
out.

A first reconsideration of analytical photogrammetry represents a sur-
veying method, which is very versatile and, moreover, archives the ob-
ject state for inspectations later on. Its main advantages are short
times for taking the pictures, it does not get in contact with the ob-
ject to be measured, and a large point manifold can be determined very
economically.

(a) WILD P31 metric camera (focal length ¢ x 100 (mm), picture format
10 x 12 {cm))




(b) ROLLEI SLX semi-metric camera (focal length variabel, picture for-
mat &6 x & {cm))

{c) The monocomparator and analytical plotter principle
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Fig. 2t Photogrammetric data acquisition equipment



3. Point Determination by Bundle Block Adjustment

The photogrammtric point determination goes back to the thirties, when
it was used for radial triangulation and spatial aerial triangulation.
For a long time it served mainly internal photogrammetric tasks namely
for network densification to provide for control points. But since the
sixties the progress in accuracy has been started influenced by better
hardware (cameras, film, precise measurement equipment) and above all by
the introduction of block adjustments. These developments made photo-
grammetry universal and reliable, so that today all precise point deter-
minations are obtained by adjustment techniques. The principle of photo-
grammetric point determination by the most rigorous approach of the
bundle method is demonstrated in Fig. 3.

Fig. 31+ Bundle method for photogrammetric point determination

Let us start from the central ~ perspective image transformation bet-
ween the images (photograms) and the object space (K. Schwidefsky /
F. Ackermann, 1976)
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with X oo Yi Vi=1,2, .... as image coordinates of point ﬁ_ y € ig the
calibrated focal length, and Xp1Yo are the coordinates of the principle
point, in which the coordinate system of the image is centered; the
right hand-side consists of a scale factor s, the rotation matrix R and
the object coordinates Xi,Yi,Zi of P; as well as the coordinates Yo
Yorlo of the projection centre. If the scale factor s is resolved and

substituted, the well-known observation functicnale are obtained
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COSK sink 0

R (k) = -gink cosk 0 (3b)
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Thus the considerations above show, that photogrammetric peint deter-
mination is nothing else than spatial triangulation. This means the
photogrammetric network measured by angles is invariant against § -
transformations within thelR3. €0 that the point manifold can be trane-
lated, rotated and scaled without changing the observations. The number
of non-estimable parameters will be 7, i.e., I translations, 3 rotatians
and 1 scale factor, which define the datum of the triangulation.

In order to estimate the parameters of the " exterior orientation *
X Y ,I $9,w,k as well as the object coordinates ¥{+¥34Z{ by means of
the observation functionals (2) this rank deficiency must be overcomed.
Traditionally the datum problem is solved by the introduction of coordi-
nates of control points, whose number is greater than or equal the rank
(datum) deficiency., The minimum requirements are 2 control points with
full object information (XciYciZc) and one control point in height (Ip),
but there are also other constellations admitted.

For the detection of displacements and in very precise applications
the datum should not be fixed & priori; a better solution would be to
do the datum transformation afterwards in any § - system to be defined
(D. Fritsch, 1986). A further advantage is the unbiased estimation of
the interior accuracy of the photogrammetric point determination, which
is not disturbed by this approach.

After the linearization of (2) (K. Schwidefsky/F. Ackermann, 197&) the
unknown parameters are estimated by adjustment techniques leading to the
concept of " bundle block adjustment “. For that reason let us introduce
the Gauss~Markov model not of full rank (K.R., Koch, 1987)

E(1) t= 1 +vy = [A1 'Ry ,A3] ko |, Dty = oZp

] i ] ]
subject to x = y X 1= [x1 1Xo .x3]

in which the rx1 vector x; contains the unknown coordinates X;,Y;,Ij
Vi=t,2,....,r of the object points; the exterior aorientation parameters
are represented by the sx! vector X9 4 and there is also room left for
additional parameters by the tx! vector x;, for example to compensate
tilm deformations and to use additional information on the object, re-
spectively. The coefficient matrices A1,A2,A contain the partial deriv-
atives of the linearization process. E it the expectation which leads to
a consistent formulation of the linear model by means of the intro-
duction of an inconsistency or residual vector v to the obzervatione 1;
the accuracy level or dispersion D is given by an unknown variance fac-
tor of unit weight(fz and the corresponding positive definite matrix of



cofactors P

Restrictions on the parameter estimation are considered with Hu=w,
it general requirements such as known distances between some object
points have to be fulfilled; the datunm deficiency is overcomed by means
of Bx=0 (D. Fritsch et al., 1984). In order to have minimum variances
for the coordinates of object points, the datum deficiency ie removed
with the formulation

x;x1 = min (3)

i.e., the matrix B should cause (differential) changes only with regard
to these parameters (D, Fritsch/B. Schatfrin, 1982). HWith B:=(B1.BZ,33)
it follows Bo=B3=0 and
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if a rank deficiency u-q=7 1is supposed; the coefficients Xio 1Yio + 10
are approximate coordinates of the object points to be used for the ro-
tations and the scale of the triangulation.

The objective function of least squares

v Pv = min subject to X = (73

leads with N :=A'PA as well as b 1= A Pl to the normal equations

ij i i i
FN N N W' ( X b
11 12 13 1 1 R 1
N N N M ) X b
21 22 23 2 W2 2
N N N H 0 X = b (8)
31 32 33 3 3 3
H H H 0 0 A W
1 2 3 “h
B 0 0 0 ) 1 0
|1 1L 7 L




which may be sclved by means of pivot strategies and efficient formu-
las (K.R. Koch, 1987), respectively.

Another, more operational procedure, considers the restrictions as ob-
servations with infinite accuracy to be solved by setting their weights
pi>>1. This approach is realized in most of the programme packages
available for bundle block adjustment. Also the datum problem is prag-
matically overcomed such that the coordinates of control points are con-
sidered as random observations with corresponding accuracy measures.
Software packages exist at least at the university level, but may be
purchased from photogrammetric institutes and private companies, too.
These packages are very comprehensive and are capable to solve thousands
af unknown parameters simultaneously such as PAT-B, Stuttgart, BINGG,
Hannover / Oberkochen, MOR-S, Bonn/Braunschweig, CLIC, Munich, to name
some programmes developed in the Federal Republic of Germany.

4. Model Building and Hypothesis Testing

In order to detect movements between different time epochs by means of
photagrammetric point determination the model (4) must be extended and
supplemented by hypothesis testing., For that reason, the following mod-
els will consider the requirements af modern parameter estimation. The
model building is restricted to be static and not kinematic between the
exposure epochs, Furthermore, for reasons of simplicity only models for
pairwise different epochs will be given.

(i) Let us generalize the model (4) by a further observation epoch and
define

. -
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which we will call a " sequential " Gauss-Markov model; according to (4)
the coefficient matrix Zk and the vector N Vk=i,j are substitutes for

Zk:= [A1, Ry 93] (10a)

X e [x;, X5 | xg] (10b)

The general solution by least squares leads to partly MINOLESS-type



estimates (MInimum NOrm LEast Squares Solution, B. Schaffrin, 1975, K.R.
Koch, 1987)
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{ii) In order to detect displacements more sensitive K.R., Koch (1983,
1987) proposes the following model
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it is called " multivariate " Gauss-Markov model. The nxu coefficient

matrix I must be the same for every exposure epoch, the same holds for
the weight matrix P but with the advantage of estimating the covariance
component between the epochs i and j. This covariance component is a
number for homogeneous data acquisition in both observation epochs; i.e.
the same exposure disposition, the same region being controlled, the
same device for obtaining the image coordinates, and so on.

Applying the partly MINDLESS estimate within the multivariate Gause-
Markov model results to

Y = (a'rirre (13a)
K k
Vk=i,j
DX ) = S'PD” (13b)
k k re

and, moreover, gives the estimates for the variances and covariances by

AV A
52 = VPV /(n-aq (14a)
k ko k



A At _A
g = v Pv /{n - q) {14b)
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The estimated parameters ? are independent of the covariance component
O3j

1f!'or separation of the set of control points and object points into two
disjunctive sets of fixed points and variable points, hypotheses will be
introduced. Because of the different models, hypotheses testing methods
will differ somewhat from each other, as can be seen in the following.
(i) The hypothesis test within the sequential Bauss-Markov model pre-
supposes any test on homogeneity of the observations between the two
epoches; this can he stated as follows:

H: g2 = g2 against H: o2 # g2 (15)
0 i 3 1 i j

its acceptance or rejection depends on the variance ratio (H. Wolf,1975)

G?/d_z ~ Flu =g, u -q) (186)
1 ] 1 1 J 3

If the hypothesis (i5) has been accepted one can proceed with formu-
lations on hypothesis testing for point movements or on deviations of
known parametric object models. For this reason, let us introduce the

hypothesis:

(Py ) (Py ) | (Pi)  (P§)
H |x - X = 0 against H ¢ |«x - X ¢ 0
0 1i 1] i 11 1
(17)

for pointwise hypothesie testing, in which individual coordinates or all
coordinates of point Py can be tested. 1Its corresponding test statistic
ig given by K.R. Koch (1985):
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Both test values are depending on the number of hypotheses r.
(1i) Let hypotheses (17) within the multivariate Gauss-Markov model be
defined. The following test value decides on acceptance or rejection:

1 (B} L (Pp) ~ ot ) (R

1 s @ -3 vt G -5
r{ of - 20ij toy ) i i re P 1 1j
(20)

which caonsiders the covariance between epoch i and epoch j.

5. Examples

For demonstration of the efficieny of the photogrammetric point deter-
mination two examples are presented.
ti} Let us consider an example coming from brown-coal mining, where an
area of opencast mining has been controlled for movements caused by
working of the coal. The area contains many control points and addition-

al points, which we will call quality points, determined by classical
geodetic measurements with an accuracy of aboutG.y= *10 (mm). Fronm
these points a quality control of the photogrammetrit point determina-

tion should be derived. The observation scheme of aerial positioning of
the camera is given in Fig. 4.
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tg flown periodically since 1978 (K. Reichenbach, 1981), but let ug con-
sider only two photogrammetric evaluations for demonstrating the accura-
cies being achieved (see Table ! and 2).



Table 1: Information on exposures and image evaluations

Date of Image Camera Comparator Evaluation
exposure scale programme
1.11.80 7000 Ieiss 15/23 A1V leiss PSK 1 PAT-B* with
3600 self calibration
t16.11.81 7000 leigs 15/23 AlY leiss PSK 1 PAT-B¥with
5600 self calibration

*Bundle Adjustment within sequential Gauss-Markov models with control
points as random informations and additional parameters for the compen-
sation of systematic errares.

The values 8; and &, demonstrate rms-deviations for control points and
quality points between geodetic and photogrammetric point determination,
whereby €,,., and € may &re numbers for maximum deviations of control
points only. The in%erior accuracy of the photogrammetric point determi-
nation can be given to

5.4 (am) €3 , G < 16.5 (am
=9 .

with % = +7.9 (mm) (Deutsch., Braunkohlen-Industrie~Verein e.V.,1983).
rme

Table 27 Absplute accuracies

A A A A A
Date of Point ] Gy Oy €xmax €ymax
exposure type {um) (mm) (mm) (mm) (mm)
1.11.80 tontrol 3.4 11 10 - -
quality 12 19 28 38
16.11.81 control 3.4 6 10 - -
quality b 10 15 20

For a demonstration of hypothesis testing, let us take same samples of
the point manifold determined photogrammetrically. Because of the avail-
ability of variances, the tests are restricted to single coordinates
only and not groups of coordinates. The test on homogeneity delivers
Gf/3§ = 1.0 and will be accepted for redundancy f=1250 and «=0,05, The
points tested with its corresponding test values are represented in
Table 3.

As we can cee from Table 3, for example, it is not allowed to uge the
Xyy-coordinates of point 713 as random observation for datum's defini-



tion in the bundle block adjustment.

A
Table 3: Hypothesis test for gx,y = +8 (mm) and 0z = +16 (am)

Point Coordinates T Movements ( @=0.0%5)
Yes No
713 % 1,56 ¥
6.25 *
z 0 %
3015 X 0.19 *
Y 4,25 *
z 151.6 ¥
3021 % 3.29 *
0.06 ¥
z 1.00

Therefore, it is indispensable to check the control information, in par-
ticular in moving areas, to introduce only fix points to overcome the
rank deficiency. Moreover, variable points can be found by this approach
to make final assertions on movements within the region being control-
led,

(ii) In order to reconstruct a subreflector - part of an antenna system
for satellite communications - its surface has been signalized for high
precise photogrammetric point determination. The reflector is to de-
scribe by a hyperboloid of a diameter of about 2 (m) with =0.65 (m) in
height., Ite contour consiste of aluminium sheet, for which maximum devi-
ations of 0.3 (mm) are allowed within the inner range; the outer area
may have maximum deviations of about 0.5 (mm).
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Fig. 9: Photogrammetric disposition for surveying of the subreflector



The photographs have been taken by the wmetric camera WILD P31 with
calibrated focal length c=99.56 (am) and an additional intermediate ring
of Ac=+3.78 (mm) to provide for short distances. GBlas plates of format
102 x 127 (mm) were preferred as carrier for the emulsion because of its
stable behaviour against systematic errors. In Fig., 5 the photogram-
metric disposition is presented: the exposures from the planar points
14240000 yb (Px0 (Brad)) have been supplemented by four photographs with

Xx-30 (Grad) (points 7,8,9,10) to have a stable geometry of the bun-
dle block. The Fig. 6 and 7 demonstrate photographs for this disposition
its scale varies from about 1:30 to 1:20.

Fig. 6:

Fig. 7: Tilted exposure



For the measurement of the image coordinates the monocomparator lIeigs
FSE 1 have teen used. A first  estimation of its accuracy a priori de-
livered GA—+O 001& (mm) and dy 10,0018 (mm). The bundle block adjust-
ment by means of the CLIC - package gave the following accuracy measures
tor the coordinates of the 90 object points

A

P A
Ox =20.053 (mm) , Oy =740.054 (am) , Oz =-40.057 (mm)

These figures are in full accordance with a classical geodetic point
determination by means of theodolite and a 2 (m) distance batten
(D. Fritsch et al.,, 1984),

Using the information on the shape of the reflector will probably
praovide for better accuracy figures.

6, Hew Developments and Contlusions

With the development of digital vision sensors the disadvantage of
analog photographs can be overcomed., This means, that all the operations
demonstrated in Fig, 1 can be handled purely digitally producing an auto-
mated data flow from data capturing to object reconstruction. For that
reagon photogrammetric point determination becomes once more attractive,
especially in close range applicatione (D. Fritsch/B. Strunz, 1987)
There are come advantages of these new sensaors characterized by Charge
Coupled Devices (CCD), Charge Injection Devices (CID) ar Photodiodes;
first of all they deliver a digital picture (digigram) of the object
to be controlled. A typical example of a CCD ~ camera is given by Fig.8.

Fig. B: Solid state CCD -~ camera with 756 H x SB1 V elements,
square pixel size of 11.0 x {1.0 yjm), compact size &
light weight



Ag shown by the examples above, photogrammetry today is a very effi-
cient surveying method. Although it is in rivalry with electronic theo-
dolites and other surveying equipment, these new developments can also
integrate photogrammetric methods into classical measurement techniques
and vice versa. A recent product of KERN, Switzerland, makes use of bun-
dle block adjustment for the evaluation of the data of the " SPACE "
system (R, Gottwald, W. Berner, 1987) - System for Positioning and
Automatic Coordinate Evaluation - , in which a CCD - sensor is installed
inside an electronic theodolite. This leads to a new generation of “photo
theodolites " (see Fig. 9) as efficient systems for an automated object
monitoring and for the detection of displacements. Thus, new fields are
are open for photogrammetric methods - a challenge to be accepted by
every surveyor. Last not least the bundle block adjustment contributed a
lot to this progress.

Fig., 9+ A new type of " photo-theodolite "
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